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Goal: Fine-grained understanding of hardness of diameter approximation

Several recent works in CONGEST model and RAM model:
[Frischknecht at al. '12, Roditty/Williams '13, Chechik et al. '14, Holzer et al. '14, Cairo et al. '16, Abboud et al. '16]
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In the CONGEST model, any algorithm distinguishing between graphs of diameter $4 \ell+1+q$ and graphs of diameter $6 \ell+q$ when $\ell \geq 1$ and $q \geq 1$ requires $\tilde{\Omega}(n)$ rounds.

Left open: $2 \ell$ vs $3 \ell$ ?
2 vs. 3 is hard [Frischknecht et al. '12]
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CONGEST model: Reduce OV to Diameter
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## Suggestion:

Set Disjointness
$\longrightarrow$
Orthogonal Vectors
$\longrightarrow$ Your Problem

