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Motivation for computing higher connectivity:

- Reliability analysis
- Community detection


## State of the Art

Vertex connectivity in directed graphs:

Running time
$\tilde{O}\left(n^{2.373}+n \kappa^{2.373}\right)$
$\tilde{O}(m n) \quad$ no
$O\left(m n+\kappa m \cdot \min \left\{n^{3 / 4}, \kappa^{3 / 2}\right\}\right) \quad$ yes
$\tilde{O}\left(\kappa \cdot \min \left\{m^{4 / 3}, m^{2 / 3} n\right\}\right) \quad$ no
$\tilde{O}\left(\kappa \cdot \min \left\{\kappa m, \kappa^{1 / 2} m^{1 / 2} n+\kappa^{2} n\right\}\right)$
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Plan for today:

## Theorem

There is an algorithm to compute the edge connectivity $\lambda$ of a directed graph in time $O\left(\lambda^{2} m \log n\right)$ with success probability $1 / 2$.

- Covers main technique, extension to vertex connectivity is a technicality
- In general: $O\left(\lambda^{2} m \log n \log \frac{1}{p}\right)$ with success probability $p$
- State of the art for directed edge connectivity: $O(\lambda m \log n)$ [Gabow '91]
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Running time of algorithm above: $O\left(n^{3} m\right)$
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## Observation

It suffices to design an algorithm that returns a global minimum cut if parameter $k \geq \lambda$.
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- Sample two edges $e$ and $f$ uniformly at random
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- Run Ford-Fulkerson algorithm with parameters $s, t$, and $k$
- Return minimum-size cut among all returned cuts
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Idea: Odd or even number of crossings

## Correctness Proof
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## Claim 3

If there is an $\ell$-out-component of volume $\leq \Delta$ containing $s$ for $\ell \leq k$, then the procedure returns an $\ell$-out-component with probability $\geq \frac{5}{6}$.

## Correctness Proof

## Claim 2 <br> If the procedure returns a set of vertices $U$ in iteration $\ell+1$, then $U$ is an $\ell$-out-component with $\operatorname{vol}(U) \leq 6 k \Delta+\ell \leq 7 k \Delta$.

Idea: For component found by DFS, number of out-edges reduces by at most one in each iteration

## Claim 3

If there is an $\ell$-out-component of volume $\leq \Delta$ containing $s$ for $\ell \leq k$, then the procedure returns an $\ell$-out-component with probability $\geq \frac{5}{6}$.

Idea: Each sampled $t$ will lie inside of component with probability $\leq \frac{1}{6 k}$

## Questions?

## Summary

- Significant progress for a fundamental graph problem
- Local procedure was pivotal to faster algorithm Exponential improvement over $O\left(2^{O(k)} \Delta\right)$ by [Chechik et al. '17]


## Summary

- Significant progress for a fundamental graph problem
- Local procedure was pivotal to faster algorithm Exponential improvement over $O\left(2^{O(k)} \Delta\right)$ by [Chechik et al. '17]
- Local procedure has further implications to property testing algorithms
- Local computation algorithms are a current trend in algorithm design
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## Algorithm Engineering:

- Experimental analysis of cut sparsification algorithms
- Practical algorithm for computing the vertex connectivity


## Thank you!

