Rotation-Invariant Iris Recognition:
Boosting 1D Spatial-Domain Signatures to 2D
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Abstract

An irisrecognition algorithm based on 1D spatial domain sig-
natures is improved by extending template data from mean
vectors to 2D histogram information. EER and shape of the
FAR curve is clearly improved as compared to the original
algorithm, while rotation invariance and the low computa-
tional demand ismaintained. Theemployment of the proposed
schemeremains|imited to the similarity ranking scenario due
toitsoverall FAR/FRR behaviour.

Introduction

Iris recognition systems are claimed to be among the mosirse¢
modalities exhibiting practically 0% FAR and low FRR which

makes them interesting candidates for high security agiic
scenarios.

Controlling the computational demand in biometric systems-
portant, especially in distributed scenarios with weak &ovad
power sensor devices. Integral transforms (like thosadirenen-
tioned or others like DFT, DCT, etc.) cause substantial dermy
In the feature extraction stage, therefore feature extracech-
nigues operating in the spatia
[3]) thus avoiding the additional transform complexity.

An additional issue causing undesired increase in contylexine
requirement to compensate for the possible effects of #yeis

a consequence, rotation invariant iris features are hidésred to
avoid these additional computations.

Global iris histograms [2] combine both advantages, i.¢ation
iInvariant features extracted in the spatial domain thugignog
low overall computational complexity. However, FAR and FR
are worse compared to state of the art techniques. A recent
proach [1] uses rotation invariant 1D signatures with rddzality
extracted from the spatial domain. In this work we aim at iovpr
Ing this algorithm.

domain have been designgd (e
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Rotation Invariant Iris Signatures

Iris texture Is first converted into a polar iris image whishairect-
angular image containing iris texture represented in arpuar-
dinate system. As a further preprocessing stage, we conugmske
texture patterns (LTP) from the Iris texture as describgdjinwWe
define two windowd (X,Y) andB(x,y) with X > xandY >y (we
use 15< 7 pixels forT and 9x 3 pixels forB). LetmT be the aver-
age gray value of the pixels in windoWw. The LTP value of pixels
in window B at position(i, j) is then defined as

LTPH' = ||i,j —mT|

wherel; ; is the intensity of the pixel at positiofi, j) in B. Note
that due to the polar nature of the iris texture, there is redrie
define a border handling strategy. LTP represents thus tad I
deviation from the mean in a larger neighbourhood.

In order to cope with non-iris data contained in the iris te&t
LTP values are set to non-iris in case 40% of the pixel8 ior
60% of the pixels Il are known to be non-iris pixels.
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The Original 1D Case and Variants

The original algorithm [1] computes the mean of the LTP valu
of each row (line) of the polar Iris image and concatenatesdh

mean values into a 1D signature which serves as the iris sgepl

Clearly, this vector Is rotation invariant since the meaerawne
rows (lines) is not at all affected by eye tilt. If more then®®5
of the LTP values in a row are non-iris, this signature elenren
ignored Iin the distance computation. In order to assessshende
between two sighatures, the Du measure is suggested [bglth
various other measures includiignorms would be applicable as
well. We also apply the Du measure In all other variants of t
algorithm proposed subsequently.

The row-mean of LTP is expected to be higher for rows closer
the pupil for most images and decreasing for increasingiaicst
from the center of the puplil (which is confirmed by experinaént
results in [1]). The amount of LTP fluctuation might there&faap-
ture different characteristics of different irises bettexs a variant
of the original algorithm we substitute the mean by varianice

addition to that, we also combine mean and variance by cencat

nating the mean and variance signatures into a single one.
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The 2D Extension

LTP row mean and variance capture first order statisticseoEL 1P
histogram. In order to capture more properties of the insure
without losing rotation invariance we propose to employrihe-
based LTP histograms themselves as features (since lastegre
known to be rotation invariant as well and have been usedsn
recognition before [2]). This adds a second dimension tcifje
natures of course (where the first dimension is the numbeaved r
In the polar iris image and the second dimension is the numibe
bins used to represent the LTP histograms).

In fact, we have a sort of multi-biometrics-situation reisigl from
these 2D signatures, since each histogram could be usecktas &
ture vector on its own. We suggest two fusion strategiesiol®
signatures:

1. Concatenated histograms: the histograms are simplyabt®ng

nated into a large feature vector. The Du measure is appdied a

It s in the original version of the algorithm.

2. Accumulated errors: we compute the Du measure for each fow

(l.e. each single histogram) and accumulate the distaioced| f
rows.

The iris data close to the pupil are often said to be moremiigie

as compared to “outer” data. Therefore we propose to apply a

weighting factor> 1 to the most “inner” row, a factoe 1 to the
“outer”-most row and derive the weights of the remaining sdyy
linear interpolation.

Experimental Study

For all our experiments we considered images with 8-bit ggale
information per pixel from the CASIAv1.0 iris image database.

We applied the experimental calculations on the images 8f ao

persons in the CASIA database using 7 iris images of eaclope
which have all been cropped to a size of 28P80 pixels.

Our MATLAB implementation applies the LTP algorithm to the

extracted iris polar image (36065 pixels). Following the sugges-
tion in [1], we discard the upper and lower three lines of thé& L
polar image due to noise often present in these parts of tag da
sulting in a 360« 59 pixels LTP patch). The 1D and 2D signature
described in the last section are then extracted from thatehes.
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Fig. 1 CASIA iris image and the corresponding iris template, nonssk, and
LTP patch.
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Figure 1 shows an example of an iris image of one person (CASIA

database), together with the extracted polar iris image hthise

mask, and the LTP patch (template, noise mask, and LTP patch

have been scaled in y-direction by a factor of 4 for propgpldiy).
tt p: // www. si nobi onetrics. com

Experimental Results — DulD

In Figure 2.a, we show the ROC curve of the original version [of

the Du approach employing 1D signatures based on LTP row m
vectors. The concave shape of the FAR curve for the Du alguorit

call

depicts a steep slope close to zero which means that low FAR ya

ues cause unrealistically high FRR. The latter resulttilates the
reason why this algorithm is restricted to the similaritykimg
scenario in the original work [1].

FAR,FRR Du-Mean-Complete FAR,FRR Du-Mean-Var-Complete
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Fig. 2. ROC of Original Du vs. variance “enhanced” version (EER (/2
0.25)

Figure 2.b displays the ROC curve for a variant of the Du algor
using 1D signatures. Employing LTP row variance instead@dm
IS obviously not a good idea as previous results show. Eveanw

combining both mean and variance signatures as shown ime~igu

2.0, the results is still worse as compared to the originediga.

Experimental Results — Du2D

When turning to 2D signatures, we compare different fustoats-
gies and histogram resolutions in Table 1 with respect to HER.
While it is obvious that too many histogram bins lead to pa@or 1
sults (important histogram properties are concealed lgenoalso

a reduction to 20 bins results in lower EER as compared to 100

bins. When comparing the two fusion strategies, accunmgjahs-
tances (AD) at a row basis is clearly superior to simple istm
concatenation (HC) at a reasonable histogram resolutionhis$
scenario, we are clearly able to improve EER as comparedeto
original Du algorithm (from 0.22 down to 0.16).

# bins| 1500450 255| 100, 20
HC 0.3 |0.2/0.180.19
AD 0.32 /0.16/0.16/0.18

Table 1 EER for two assessment variants and different histograoiugsns.

Note also, that histgram resolution up to 255 is beneficiahtzu-
mulating errors fusion while it is not for histogram concsgon.
This Is an intuitive result, since in case of histogram coscation

th

the vectors to be compared in the Du measure are already fairl

long overall, while this is not the case for accumulatingpegifu-
sion.

Table 2 compares three weighting strategies for the acatsul
errors fusion strategy. The best results are obtained whem u
weight 4 for the LTP row closest to the pupil. This result conf
the assumption, that “inner” iris information is most imgzot for
recognition purposes.

histogram bins 255| 100, 20

no weight 0.16/0.16/0.18
weight 2 0.15/0.15/0.19
weight 4 0.15/0.15/0.16

Table 2 EER for three weighting variants and different histograsotetions.

We display ROC curves for the best settings for each fusiat-st
egy in Figure 3. Especially the weighted case for accumdla
errors fusion shown in Figure 3.b exhibits a much better ela

of the FAR curve in proximity of zero which documents also the

Improved behaviour.

FAR,FRR Du-Hist-Complete (100bins) FAR,FRR Du-Hist-Column-Weight-4 (255 bins)
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Fig. 4. ROC curves of Du2D (concatenated histograms, 100 bins - EER O
vS. accumulated errors, weight 4, 255 bins - ERR Q.15)
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Conclusion and Future Work

In this work we have improved an iris recognition algorithased
on 1D signatures extracted from the spatial domain by inctyd

histogram based information instead of mean values. Whde w

succeeded in maintaining rotation invariance in our impobver-
sion, FAR and FRR are still significantly worse compared &best
of the art identification techniques which limits this impeonent
to the employment in a similarity ranking scheme as it is th&ec
for the original version.

One reason for the still disappointing behaviour is as fadlo
when shifting the different rows in the polar iris image watluif-
ferent amount against each other, the 2D signatures (assvéie
1D signatures of course) are preserved. Our results iredibait
Indeed information about the spatial position of frequelhagtua-
tions in iris iImagery is crucial for effective recognition.

Since the proposed scheme excels by its low computatiorsal co
we aim at improving it in future work by further reducing the

amount of template data by combining several rows into aein
histogram in an optimal manner and also adapting the higtog!
resolution to the importance of the row index.
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