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Abstract

Recognition performance in iris biometrics strongly
depends on the image quality. The appliance of
compression algorithms to iris images raises the
question whether it is possible to adapt those
algorithms for biometrical purposes. In this work, we
propose customized JPEG quantization matrices for
compressing iris polar images to positively impact the
recognition performance. We build on previous
research and apply a genetic algorithm to obtain
specialized matrices for destined compression ratios.
The proposed tables are able to clearly outperform
JPEG’s standard quantization matrix. Moreover, some
matrices also provide superior results in terms of ROC
characteristics as compared to the reference scenario
using uncompressed images. This leads to clearly lower
error rates while also significantly reducing the
necessary amount of data storage and transmission.

1. Introduction

The rising adoption and growing popularity of
biometric systems creates the need for an efficient data
storing process. The compression of these data is getting
more and more important due to the fact that different
applications may have to process a vast amount of
sensor data. Furthermore, a long term storage is often
needed which creates the desire for data compression.
The most relevant standard for biometrical image
compression is the ISO/IEC 19794-6 standard
concerning Biometric Data Interchange Formats. The
lossy storage of iris images in the JPEG and JPEG2000
formats is described in this standard. In literature, the
performance of compression formats is analysed under
default settings. Hence, this paper will focus on the
effects of customizing the JPEG standard for iris
recognition performance enhancement. As lately
investigated in [2], Ives presents first results and
techniques on image compression and the resulting
change of iris recognition performance. Furthermore, in
[1] and [5] it is stated that JPEG2000 has a better
performance than JPEG when compressing iris images
and especially for low bit rates. Otherwise, JPEG
requires less computational demand and is competitive
to JPEG2000 at higher image qualities. Since low power
devices are often part of the processing chain in
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certain problems. Its functional principle relies on
evolutionary processes. Like in nature, where the
strongest, healthiest and smartest individual is likely the
reproducing one, the algorithm selects the better
individual out of one generation. Consequently, the
algorithm needs a criterion for the evaluation of each
individual. Therefore, a fitness function is responsible
for judging each member of one population and
determines the chances for reproduction. One individual
consists of a certain amount of genes. If we consider the
minimization of a function, the genes would be the
variables of the function (e.g. X1, X2), and one
occurrence of these variables (e.g. X1=2, X2=3) would
form one particular individual. In summary, the better
the fitness value is, the higher the probability to
bequeath genes and produce offspring. After assessing
all population members, a new generation is born under
predetermined conditions. The best individuals pass
their genes on to the next generation. More precisely,
the inheritance process has two alternatives. First, the
crossover, which is the process of mixing genes of the
most successful members of one generation to form a
new individual. Second, successful genes are subject of
mutation and randomly form a new individual.
Furthermore, the fittest individuals are able to produce
clones or, in other words, survive as long as no better
individual is found. Therefore, after each generation, the
mean fitness of the whole population should converge
towards the optimal solution of the given problem and
produce better performing individuals.

In the context of our objective, several quantization
matrices, being the individuals, form one population
whereas the quantization matrix items are the genes.
Accordingly, one individual of such a quantization table
population consists of 64 independent genes which
determine the fitness or, in other words, the recognition
performance.

3. Experiments

We apply a 1-D implementation of the Daugman iris

recognition algorithm, provided by Libor Masek
1
. The

utilized polar images are extracted from the picture set
of the CASIA V1.0 database (Chinese Academy of
Sciences - Institute of Automation Version 1.0, short:
CASIA2 V1.0). We consider two different cases for
image matching. First, uncompressed images are
compared with compressed images, considering the case
that the captured image is compressed and get matched
with an uncompressed image in the database. Second,
we tackle the scenario that both images are compressed,
which implies that the database image has to be
compressed before the matching process. Although this
additional conversion requires more computational
effort for a biometric system, it is also stated in [2] that
comparing two compressed images should positively
impact the recognition performance. For each

1 http://www.csse.uwa.edu.au/~pk/studentprojects/
2

http://www.sinobiometrics.com

application of the genetic algorithm we consider 70
polar images from 10 different persons, resulting in
4,410 impostor and 420 legitimates hamming distance
values. To finally evaluate the optimized matrices
(mean hamming distance and error rate analysis), we
have applied 348 polar images from 50 various persons
resulting in 118,680 impostor and 2,076 legitimate
hamming distance values for the scenario that one image
is compressed. Due to the symmetry of the comparison,
these values are halved in case of two compressed
images. The images of the optimization process are not
a subset of the image series for the evaluation.

3.1. Discovery of the optimal settings

We intensively analyse the effect of the various
genetic algorithm parameters to improve the
convergence speed towards an optimal solution. Among
the multitude of genetic algorithm’s settings, only the
most relevant ones, which have been changed within the
test phase, will be listed and described. Furthermore, the
plotted diagrams in this section are for illustration and
not necessarily the basis for our decisions in selecting
appropriate algorithm parameters. Table 1 illustrates
these parameters and settings and their used values
within the test stage. We keep most of the other settings
according to the algorithm’s implementation.

Parameter Values

Population size 10, 20, 30

Elite count 1, 2, 4

Crossover fraction 40%, 60%, 80%

Mutation interval 32, 64, 128
Table 1: Investigated GA parameters and settings
during the test stage

The used fitness functions for assessing the different
individuals focuses on the mean error rates of a certain
utilized quantization table.

   FRRmeanFARmeanFitness  (1)

The FAR and FRR values are the error rates of the
particular picture set, generated by one specific
quantization table. To gather these values, all different
pictures are compared with each other to obtain the
particular hamming distances. This results in two
vectors of legitimate and impostor comparison values. A
following threshold sweep provides certain FAR and
FRR results for each step. The mean values of the
resulting FAR and FRR vectors have to be minimized
during the upcoming optimization process. The
algorithm ends when the mean fitness value of the
population remains unchanged for 10 generations (after
at least 50 processed generations).

The size of the whole population varies between 10,
20 and 30. This impacts the performance of the
optimization as well as the computational demand.
Hence, there has to be a trade-off between time
consumption and effectiveness of the algorithm.
Concretely, 10 individuals after 60 generations and 20
individuals after 30 generations both yield a fitness



value of 1.05 whereas 30 individuals provide a fitness
of 1.08 after 20 generations. Therefore, we have
decided to utilize the following optimization stage with
a medium population size of 20 individuals.

The number of population members called elite is
the amount of best-fitness individuals which are able to
bequeath their genes and survive the alternation of
generations. We discover better performance with a
higher number of elite members just in case of a small
population size. For a larger number of individuals, the
number of elite members does not have to be explicitly
high whereas two elite members provide in nearly every
test a better performance than just one. Hence, we apply
two elite members in each generation.

The crossover fraction specifies the percentage of
individuals which genes are created through a crossover
mixture of two parent individuals. We identify the best
results with a 60% crossover fraction during our tests. A
higher number (80%) lessens the individuals available
for mutation and the amount of elite members. A small
number (40%) of crossover individuals are just well
performing in small populations, obviously as a
consequence of a high number of elite members.
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is determined by the number of elite members and the
percentage of crossover-individuals. Concretely, in a
population of 10 individuals with 2 elite members and
60% crossover there would be 2 members created by
mutation. Whenever an individual is created by
mutation, it inherits randomly changed genes from elite
members of the previous generation. The amount of
allowed gene mutation is defined by the mutation
interval. That means that a gene with the value of e.g.,
96 and a mutation interval of [1 32] creates a random
new gene between 64 and 128. This process is
continued for all 64 genes of one individual. During the
test stage, we discover that a small mutation interval
negatively impacts the performance of small
populations. With increasing population sizes the
impact of the mutation interval disappears. Figure 2
depicts the difference between a small and a medium
sized mutation interval in a population of the size 10, 4
elite members, 40% crossover and 2 mutating
individuals. We discover fewer and smaller steps during
the optimization, and therefore the process stops earlier
and with higher mean and best fitness values.
Consequently, we define a mutation interval of [1 64].
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two compressed images, 7 tables are able to outperform
the uncompressed case and another 6 matrices beat the
performance of the standard matrix. For one
compressed image, 6 matrices are able to reach the
uncompressed case and 8 tables are able to outperform
the standard matrix. Overall, it can be stated that the
comparison between two compressed images leads to
better performance than comparing uncompressed and
compressed images. This is not necessarily obvious
because in this case the reduction of information yields
lower error rates. Interestingly, the performance of some
quantization matrices is quite similar while the tables
look very different, as illustrated in Figure 3.

Standard Quantization Matrix
16 11 10 16 24 40 51 61

12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

Optimized-k07_01-uc-vs-co
52 90 91 187 244 255 119 93

47 58 66 181 237 255 152 130
94 42 124 126 62 154 79 139

134 74 132 125 204 203 96 109
66 147 96 177 177 255 112 86

107 178 138 241 128 138 196 217
255 169 206 255 170 190 254 198
255 175 255 248 204 247 216 234

Optimized-k07_12-uc-vs-co
1 36 57 205 255 255 178 166

33 79 123 207 226 231 135 171
89 42 39 231 60 192 99 49
91 69 129 77 252 238 38 131
13 169 152 209 176 201 143 70

102 239 108 172 123 149 153 153
250 60 204 255 153 163 233 228

89 197 255 225 199 255 209 233

Figure 3: Different quantization matrices which
provide nearly the same error rates.

First, the JPEG’s standard matrix is shown. The
second and third matrices are the result of optimization
processes for compression rate 7. The upper matrix is
the best performing table of this optimization process
whereas the lower matrix is the result of a gene
crossover or mutation within the same population. Both
are designed for the scenario with one compressed
image. The pictures on the right side of each table are
for a better readability whereas the matrix items are
represented by greyscale areas. Although the values for
low frequencies in the upper left corner look rather
similar, the whole pattern is very different.

Figure 4 illustrates the error rates of the optimized
quantization tables compared to the performance of
JPEG’s standard table as well as the uncompressed
reference case. The diagram shows the two optimized
tables of the same optimization process for compression
rate 7, short QTk07 (see also Figure 3). The legend
description ‘10p’ means that polar images of 10 persons
are the basis of the optimization process and ‘uc_vs_co’

points to the scenario of only one compressed image.
Interestingly, the error rates are very similar as shown in
Figure 4. The diagram depicts the FAR and the FRR
values for a variable decision threshold. We can observe
similar error rates between the standard and the two
optimized tables although the quantization matrices
appear very different.

Figure 4: ROC performance of optimized tables
compared to JPEG’s standard matrix and the
uncompressed case.

We have optimized matrices for the usage of polar
images and compression ratios reaching from 2 to 16 for
both cases, one and two compressed images. Due to the
high amount of optimized tables, we are not able to
present each matrix in detail. Nevertheless, some
examples of optimized matrices are shown in the
following section. First of all, in Figure 5, the optimized
tables for compression ratios 5 and 12 and the scenario
of one compressed image are illustrated.

Optimized-k05-uc-vs-co
1 29 28 118 193 86 178 216

18 31 27 151 197 216 84 143
1 20 13 189 171 85 255 241

39 10 87 29 209 246 159 56
1 177 198 255 187 171 92 184

238 156 255 48 71 138 116 157
255 219 167 255 135 199 43 152
210 255 218 235 192 135 55 240

Optimized-k12-uc-vs-co
1 1 152 120 173 152 23 12

191 1 2 199 69 37 43 4
1 1 8 90 47 220 59 32

28 112 131 152 128 35 225 65
56 209 117 235 155 166 255 20
82 176 239 150 139 86 217 100

182 63 13 171 138 15 105 34
121 181 242 42 255 196 134 236

Figure 5: Optimized matrices for compression rate 5
and 12 for the scenario of one compressed image.

Next, in Figure 6, two tables of the scenario of two
compressed images for the same compression ratios (5
and 12) are visualized. Although these four matrices are
all computed out of tables with random items, a basic
trend is clearly detectable. There are always small
values for low frequencies whilst some higher frequency
components are also preserved. If we compare the
matrices for the two different scenarios, we will also
notice some similarities in upper left corner whereas the



rest of the table is highly variable, although they are
optimized for the same compression rate. Finally, in
Figure 7, two of the best performing tables developed in
[3] are also shown. Compared to the previously
designed tables in [3] it is evident that the new ones
partially preserve the higher frequencies and that they
have a much more random appearance. Qtable22 was
designed heuristically and Qtable_optk5_old was also
genetically evolved but with heuristically designed
tables as initial population and without an optimized
parameter set.

Figure 6: Optimized matrices for compression rate 5
and 12 for the scenario of two compressed images.

Qtable22
10 10 76 255 255 255 255 255

85 112 255 255 255 255 255 255
151 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255
255 255 255 255 255 255 255 255

Qtable_optk05_old
16 11 10 16 24 246 255 255

12 12 14 29 26 255 255 250
14 13 16 24 255 255 255 254
14 17 22 255 255 255 242 255
18 255 255 255 255 255 255 255
24 247 255 255 255 255 255 255

255 255 255 255 255 255 255 255
255 255 255 21 255 241 255 244

Figure 7: Previously designed tables (Qtable 22 was
heuristically designed, Qtable_optk05_old was
already optimized with the GA) [3].

3.3. Achieved performance

The first diagram of Figure 8 shows the error rates of
QTk05_uc_vs_co (see Figure 5) compared to the
standard JPEG matrix and the uncompressed reference.
We can discover that the optimized matrix shows
slightly better results compared to the standard table
(between 0.03 and 0.045 FRR). The second diagram
illustrates the performance of QTk12_uc_vs_co (see

Figure 5) and Qtable22 (see Figure 7) compared to the
reference cases. The optimized table provides superior
results compared to the standard matrix. Although the
performance of uncompressed images can not be
reached (except around one threshold), Qtable22 is
clearly inferior at low FRR values.

Figure 8: Performance of optimized tables (QTk05,
Qtk12) compared to JPEG’s standard, previously
designed tables (Qtable22) and the uncompressed
reference.

Furthermore, the ROC characteristics for the
scenario of two compressed images are illustrated in the

Optimized-k05-co-vs-co
1 1 1 180 56 174 102 194

1 1 1 189 241 96 140 104
1 1 208 69 255 112 1 5

221 255 241 182 224 255 184 234
241 240 145 255 178 9 255 1
255 156 168 31 183 247 103 153
143 44 218 204 102 7 255 93
238 255 160 218 229 58 142 150

Optimized-k12-co-vs-co
1 1 156 42 37 61 212 201

255 210 91 75 255 216 255 72
188 95 120 166 92 123 29 184

89 57 217 98 169 94 9 160
233 209 61 120 255 71 14 87
168 205 236 162 87 132 177 149
125 156 98 120 220 45 184 235
251 250 49 226 255 220 225 255



lower two diagrams of Figure 8. The third diagram
shows two tables which are optimized for compression
rate 5. The newly evolved table (see Figure 6) clearly
outperforms the standard table as well as the
uncompressed case. The ‘older’ optimized table [3] (see
Figure 7) is able to achieve the results of the
uncompressed reference for higher FRR values and
reaches the performance of the standard table for lower
FRR values. It can be clearly seen that the optimization
of the Genetic Algorithm parameter set provides better
performing tables. Moreover, the fourth diagram
illustrates ROC characteristics for compression ratio 12.
Beside the matrix QTk12 (see Figure 6) which clearly
beats the standard table in terms of error rates, the
previously illustrated table QTk05 (see Figure 6) also
shows very good results at higher compression ratios,
although the mean hamming distance values do not
really indicate that trend (see Figure 9). That is one
example for an optimized table which performs very
well over a larger range of compression ratios whereas
other tables are just perform well around their targeted
compression.

Figure 9 shows the distribution of the mean
hamming distances of the optimized tables (QTk05 and
QTk12) for the scenario of two compressed images. A
clear minimum of the mean hamming distance is
detectable at the target compression rate of the
optimized tables.

Figure 9: Hamming distance distribution of
optimized tables (QTk05, Qtk12) compared to
JPEG’s standard and the uncompressed reference.

Another interesting fact is that the scenario of two
compressed images regularly yields better matrices than
the scenario of only one compressed image. In Figure
10, we use tables which are optimized for the scenario
of one compressed image and calculate their
performance for the scenario of two compressed images,
and vice versa.

Although the table labelled ‘Qtk12_rev_co_vs_co’
is originally optimized for one compressed image, it
performs very well for the opposite scenario and
JPEG’s standard is clearly beaten.
‘Qtk12_rev_uc_vs_co’, on the other hand, is not able to
reach the performance of the standard matrix (except for
low FRR rates). Also in this example the ‘misused’
tables show better performance in the scenario of 2
compressed images.

Figure 10: Performance of optimized tables in the
opposite target scenario compared to JPEG’s
standard and uncompressed images.

4. Conclusion

In terms of average hamming distances and the ROC
behaviour the identified tables perform significantly
better as compared to the default table. Even the
performance of uncompressed images can be beaten in
some cases. The optimization procedure itself induces
high computational costs due to the expensive
evaluation of the fitness function for each individual in
all generations. However, the optimization process has
to be applied only once for a certain image database and
would improve recognition results and lower the amount
of necessary data. In upcoming research, we will extend
our analysis in order to optimize matrices for
rectangular iris images out of different databases.
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