Large-Scale Molecular Dynamics Simulations on Parallel Clusters

Dušanka Janežič¹*, Urban Borštnik¹

¹ National Institute of Chemistry
Hajdrihova 19, SI-1000 Ljubljana, Slovenia

We have developed a parallel program for molecular dynamics (MD) simulation on clusters of personal computers (PCs). The program implements the Split Integration Symplectic Method (SISM) for MD integration that analytically treats high-frequency motions in molecules, allowing the simulation time step to be longer than in standard methods. The program is designed to run on parallel clusters of personal computers that we have built. Additionally, MD-GRAPE II processors, which are designed for fast MD simulations, can be used to calculate nonbonding interactions among atoms. Multiple such processors can be used in parallel, further reducing the computational time. We have compared the performance of the implemented program with several different numbers of processors using two different-sized molecular systems. The parallelization of the SISM and the use of the MD-GRAPE II is shown to be an effective combination.

1 Introduction

Molecular dynamics (MD) simulations are an important tool in studying biologically, physically, and chemically interesting systems. For many applications, a molecular mechanics description of the Hamiltonian is sufficient. In the molecular mechanics description, atomic interactions can be divided into bonding and nonbonding interactions. Bonding interactions take into account chemical bond lengths, valence angles, and dihedral angles. Nonbonding interactions describe interaction energies among atoms of different molecules or distant atoms within the same molecule. The number of bonding interactions increase roughly linearly with the size of the system, while the number of
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nonbonding interactions increase with the square of the size of the system. With a spherical cutoff scheme in which the interaction among distant atoms is ignored, the square dependence is reduced but nevertheless, nonbonding interactions remain the most computationally demanding part of the simulation. To obtain more accurate results, simulations must be run for long periods of time on large systems. To reduce the computational time required for a simulation, new integration methods must be developed to increase the simulation time step or to decrease the computational time required for each simulation time step.

Improved MD methods that analytically treat the bonding interactions allow longer simulation time steps to be used than with standard methods [1, 2]. Long time steps mean that fewer steps are needed for a simulation or that a longer simulation can be run for the same computational time as with standard methods.

The computational time required for each simulation time step can be decreased using parallel computation. In parallel algorithms for MD simulations, the computation of each simulation step is divided among the processors. Because the processing occurs in parallel, the program finishes faster than it would when running on a single processor. Since the processors must frequently exchange data and each simulation time step is dependent on the previous step, load balancing and low-latency fast communication among the processors is crucial to obtaining good computational performance [3, 4, 5].

Most recent parallel computers are clusters of computers, many of them Beowulf-type clusters of personal computers (PCs) [6]. They share a common distributed-memory Multiple Instruction Multiple Data (MIMD) architecture. Programs written for such a parallel architecture must use message passing for transferring all of the data among processors [4, 5].

Since the calculation of nonbonding interactions is the most computationally demanding part of the simulation, increasing its computational speed reflects on the speed of the whole program. The MD-GRAPE II processor is designed for the very fast calculation of nonbonding interactions [7, 8]. Since the calculation of these represents the bulk of the calculations in an MD simulation, the computational speed of the simulation is greatly increased.

We have developed a parallel program implementing the SISM that runs on distributed-memory PC clusters and uses the MD-GRAPE II processor for calculating nonbonding interactions. Bonding interactions, which account for high-frequency motion in a molecule and thus limit the time step, are treated analytically, while the nonbonding interactions are treated numerically. Both the calculation of bonding and nonbonding interactions is parallelized. With such an approach, it is possible to achieve significantly faster computation of
The Split Integration Symplectic Method

The Split Integration Symplectic Method is an integration method for MD simulations. It splits the calculation of the Hamiltonian into two parts, the high-frequency bonding intramolecular part and the low-frequency nonbonding intermolecular part. It treats the high-frequency part completely analytically while the low-frequency remaining part is treated with standard numerical methods [9]. Because the highest-frequency motions that limit the simulation time step are treated analytically, the time step can be much longer than with standard methods that do not discriminate between high- and low-frequency motion [10]. The SISM’s longer time step means that a longer simulation can be run for the same computational cost as with standard methods [11].

While the SISM calculates the bonding interactions analytically, they form only a small part of the total interactions in a molecular system. Their number is linearly dependent on the number of atoms in the system. The number of all the interactions, which must still be calculated, is dependent on the square of the number of atoms.

We have implemented a parallel algorithm for calculating nonbonding interactions that uses a cutoff radius with a neighbor list of atoms, meaning that only interactions among atoms within a certain cutoff distance are calculated. While using a cutoff radius when calculating nonbonding interactions means that the required calculations in each time step is linearly dependent on the number of atoms, calculating the neighbor list every few steps still requires a number of calculations that depends on the square of the number of atoms [12]. We have also implemented a parallel algorithm for calculating this list of neighboring atoms.

The CROW Clusters

We have build several CROW (Columns and Rows of Workstations) clusters targeted for running parallel MD programs [13]. They are comprised of PCs with standard Ethernet networking using various topologies. The newest cluster, CROW8, has a hierarchical hypercube topology. This topology takes advantage of the virtual hypercube topology of the MD program and its property that different amounts of data are transferred over different dimensions of the hypercube. The physical links of the topology are implemented as a mixture of the system bus of dual-processor PCs, a 1 Gb/s Ethernet switch, and point-to-point Gigabit Ethernet connections among pairs of PCs. A schematic
4 Specialized Processors for MD Simulation

In addition to supporting clusters of PCS for parallel MD simulations, we have integrated support for MD-GRAPE II processors, which are specialized for calculating the nonbonding interactions in an MD simulation [7, 8]. Multiple MD-GRAPE II processors that run in parallel in different PCs are supported in the program for the parallel computation of nonbonding interactions. A representation of a cluster with two MD-GRAPE II processors is illustrated in Figure 2.

All the interactions among the atoms of a small sample system are shown
Figure 2: A schematic representation of the connections among two PCs and the connections among the two CPUs and the MD-GRAPE II processor (labeled MDG2) in each PC.

Figure 3: The interactions between the six atoms of a sample two-molecule system. The atoms in the top row and at the left are exactly the same atoms, the split being for illustration purposes. The arrows indicate the interactions (forces) calculated by the MD-GRAPE II processor. The atoms in the top row exert forces onto the atoms at the left. Black arrows indicate desired calculations, while the grayed arrows indicate intramolecular forces that are treated analytically and must therefore be subtracted.
Figure 4: The division of the interaction (force) calculations from Figure 3 among the first (a) and second (b) MD-GRAPE II processor. While six atoms are still used to calculate the forces in both cases, there are only half as many atoms (three) onto which the forces are acting, thereby halving the number of computations performed by each of the MD-GRAPE II processors.

in Figure 3. The MD-GRAPE II processor calculates all of the interactions, indicated by arrows in the figure, among all the atoms in the system, regardless of whether they are bonding (white arrows) or nonbonding (black arrows). Since the bonding interactions are calculated by the SISM, the program must not use the results obtained by the MD-GRAPE II processor for these interactions. Their influence is cancelled by additionally calculating only these interactions and subtracting them from the results obtained by the MD-GRAPE II processor.

Two MD-GRAPE II processors in two interconnected personal computers (PCs) may be used for calculating nonbonding interactions. The two MD-GRAPE II processors each calculate half of the nonbonding interactions, after which the program shares the results with the other PC so they both have the same results. This division of interaction calculations from Figure 3 among two processors is shown in Figure 4.

Due to inherent memory limitations of the MD-GRAPE II processor, when a molecular system exceeds 200,000 atoms, the computation of interactions
Table 1: The elapsed time [minutes] for the MD simulation of systems of 87,808 (System 1) and 31,680 (System 2) water molecules using one MD-GRAPE II processor, two MD-GRAPE II processors in parallel, and one, two, and four standard PC CPUs with no MD-GRAPE II processors.

<table>
<thead>
<tr>
<th>Processors</th>
<th>Elapsed Time [min]</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>System 1</td>
<td>System 2</td>
<td></td>
</tr>
<tr>
<td>1 MD-GRAPE II</td>
<td>68.6</td>
<td>9.1</td>
</tr>
<tr>
<td>2 MD-GRAPE II</td>
<td>34.7</td>
<td>4.8</td>
</tr>
<tr>
<td>1 CPU</td>
<td>80.2</td>
<td>11.1</td>
</tr>
<tr>
<td>2 CPU</td>
<td>40.7</td>
<td>5.8</td>
</tr>
<tr>
<td>4 CPU</td>
<td>20.9</td>
<td>3.1</td>
</tr>
<tr>
<td>8 CPU</td>
<td>11.0</td>
<td>1.9</td>
</tr>
</tbody>
</table>

must be divided into smaller systems in a manner similar to the division used for parallelization.

5 Parallel Performance

To assess the parallel performance of the SISM implementation we have performed short simulations of two molecular systems. One was a system of 87,808 water molecules, while the other consisted of 31,680 water molecules. Simulations were performed on the CROW8 cluster both using the MD-GRAPE II processors and using only the host CPUs in the system. The elapsed time of the simulations and the speedup of using one and two MD-GRAPE II processors as well as using 1, 2, 4, and 8 CPUs of the cluster are presented in Table 1. The speedup indicates how much faster the program executes when running in parallel than when executing on a single processor.

Using two MD-GRAPE II processors in parallel yields a nearly double speedup for both systems. An MD simulation using both processors would therefore require virtually only half the time as when running on a single processor. The speedups of the parallel program when not using the MD-GRAPE II processors does not scale as well as when using the processors, especially for smaller systems.

The MD-GRAPE II processor outperforms the implementation not using the MD-GRAPE II, even though this implementation implements a cutoff when calculating nonbonding interactions and therefore does not calculate every pair of atomic interactions in each simulation time step.
6 Conclusions

An MD program implementing the SISM can be effectively parallelized. The SISM analytically treats bonding interactions and thus enables faster simulations since the simulation time step can be longer than with standard methods. In the parallel implementation of the SISM, the time required for each simulation step is decreased, further increasing the speed of the simulation. In addition, using MD-GRAPE II processors provides for very fast calculations of nonbonding interactions, increasing simulation speed even further. Parallelism between the MD-GRAPE II processor and the host CPUs remains to be implemented.
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